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Abstract

For several vision and robotics applications, 3D geometry of man-made environments such as indoor scenes can be represented with a small number of dominant planes. However, conventional 3D vision techniques typically first acquire dense 3D point clouds before estimating the compact piece-wise planar representations (e.g., by plane-fitting). This approach is costly, both in terms of acquisition and computational requirements, and potentially unreliable due to noisy point clouds. We propose Blocks-World Cameras, a class of imaging systems which directly recover dominant planes of piece-wise planar scenes (Blocks-World), without requiring point clouds. The Blocks-World Cameras are based on a structured-light system projecting a single pattern with a sparse set of cross-shaped features. We develop a novel geometric algorithm for recovering scene planes without explicit correspondence matching, thereby avoiding computationally intensive search or optimization routines. The proposed approach has low device and computational complexity, and requires capturing only one or two images. We demonstrate highly efficient and precise planar-scene sensing with simulations and real experiments, across various imaging conditions, including defocus blur, large lighting variations, ambient illumination, and scene clutter.

1. The 3D Revolution

We are in the midst of a 3D revolution. Robots enabled by 3D cameras are beginning to drive cars, explore space, and manage our factories. While some of these applications require high-resolution 3D scans of the surroundings, several tasks do not explicitly need dense 3D point clouds. Imagine a robot navigating an indoor space, or an augmented reality (AR) system finding surfaces in a living room for placing virtual objects. For such applications, particularly in devices with limited computational budgets, it is often desirable to create compact, memory- and compute-efficient 3D scene representations. For example, in piece-wise planar indoor scenes, a popular approach is to first capture 3D point clouds with a depth or an RGBD camera, and then estimate a piece-wise planar representation (Fig. 1).

Historically, point clouds have been the canonical representation for 3D scenes in the computer vision and robotics communities. This is not surprising because almost all depth imaging modalities capture 3D point clouds as the raw data. Indeed, there are several applications which do require dense 3D representations (e.g., CAD modeling, facial motion retargeting), for which points clouds are a good fit. However, point clouds also have limitations: First, dense point clouds are memory, compute and bandwidth intensive. Second, acquisition of point clouds by depth cameras is prone to errors in non-ideal imaging conditions including defocus, multi-path [23, 46, 43] and multi-camera interference [10, 63, 39], and ambient illumination [24, 3]. Finally, extracting piece-wise planar representation by fitting planes to a point cloud requires global reasoning, which may result in inaccurate plane segmentation, especially if the underlying point-clouds are noisy to begin with (Fig. 1).

This raises a natural question: Why capture high-resolution and noisy 3D point clouds at large acquisition costs, only to compress it later into planar representations at large computational cost? If we are going to perform downstream reasoning in terms of planes, can we design imaging modalities that directly capture compact and accurate plane-centric geometric representations of the world?

We propose Blocks-World Cameras, a class of imaging systems which directly recover dominant plane parameters for Blocks-World [57] (piece-wise planar) scenes without creating 3D point clouds, enabling fast, low-cost and accurate reconstructions (Fig. 1). The Blocks-World Cameras are based on a structured-light system consisting of a projector which projects a single pattern on the scene, and a camera to capture the images. The pattern consists of a sparse set of cross-shaped features (each with two line-segments) which get mapped to cross-shaped features in the camera image via homographies induced by scene planes. If correspondences between image and pattern features can be established, the plane parameters can be estimated simply by measuring the deformation (change of angles of the two segments) between these features [28].

For scenes with high geometric complexity (e.g., a large number of distinct dominant planes), the projected pattern must have a sufficiently high feature density, requiring multiple features on each epipolar line, leading to ambiguities. Resolving these ambiguities would require correspondence matching via computationally intensive global reasoning,
thus defeating the purpose of Blocks-World Cameras. Is it possible to perform reconstruction while maintaining both high feature density and low computational complexity?

**Scene representation with plane parameter space:** We develop a novel geometric method which enables plane estimation even with _unknown_ correspondences. For a given image feature, the set of all the candidate pattern feature correspondences vote for a set of plane hypotheses (in the 3D plane parameter space), called the _plane parameter locus_. Our key observation is that if the pattern features are spaced _non-uniformly_ on the epipolar line, then the plane parameter loci for multiple image features lying on the same world plane will intersect at a _unique_ location in the parameter space. The intersection point corresponds to the parameters of the world plane, and can be determined by simple peak finding, without determining correspondences.

**Implications:** Based on this observation, we design a pattern, and a fast algorithm that simultaneously recovers depths and normals of Blocks-World scenes. We demonstrate, via simulations and experiments, capture of clean and clutter-free 3D models, for a wide range of challenging scenarios, including texture-rich and texture-poor scenes, strong defocus, and large lighting variations. The computational complexity of the proposed approach is low, and remains largely the same regardless of the geometric complexity of the scene, enabling real-time performance on high-resolution images. The method requires capturing only 1 or 2 images, and can be implemented with simple and low-cost _single-pattern_ projectors with a static mask. Furthermore, the sparsity of the projected pattern makes it robust to interreflections, a challenging problem which is difficult to solve with dense patterns.

**Scope:** Blocks-World Cameras are specifically tailored to piece-wise planar scenes, in applications requiring compact 3D representations consisting of a small set of planes. It is not meant to be a general-purpose technique that can replace conventional approaches. Indeed, for scenarios requiring dense geometry information for complex scenes, existing 3D imaging approaches will achieve better performance. However, the proposed technique can facilitate fast and robust dominant plane extraction, with applications in robotic navigation [66, 56], indoor scene modeling and AR.

2. Related Work

**Piece-wise planar scene constraint:** There is a long tradition of piece-wise planar 3D scene reconstructions, starting from the Blocks-World [57] and Origami-World [37] works nearly five decades ago. Since then, piece-wise planarity has been widely used as a prior for accurate 3D modeling [55, 49, 15, 31, 18, 7, 69], and scene understanding [29, 54, 76, 20]. In Multi-View Stereo, the planar scene constraint has been used to overcome lack of texture, repetitive structures, and occlusions [18, 64, 44, 7, 69]. Planes are popular scene primitives in SLAM [59, 66, 12, 74, 38, 36] as well, having been used for efficient and accurate 3D registration between frames [56, 66]. The planar scene constraint
has been used for detecting junctions of indoor scenes or wireframes of urban scenes to recover scene layouts from a single RGB image [54, 76]. The Manhattan world constraint [13] which assumes the scenes to be made of axis-aligned planes has been exploited to reconstruct indoor environments such as floor-plans and room layouts [11, 40].

**Plane-fitting to point clouds:** A piece-wise planar scene representation can be created from the dense, and often noisy, 3D point clouds captured by conventional depth cameras, by fitting planes. For example, Hough transform [32] is a method for detecting parameterized objects such as lines and circles in images, and is easily extended to 3D planes [8, 33]. The RANdom SAmple Consensus (RANSAC) [16] has also been widely used for plane detection due to its robustness to outliers [19, 7, 67]. Other approaches for plane-fitting include region growing [52, 30, 48], as well as energy-based multi-model fitting [35, 55, 69]. These approaches can be computationally intensive especially for cluttered scenes, often requiring complex global reasoning. In contrast, Blocks-World Cameras infer the parameters of the piecewise planar scenes directly using lightweight computational algorithms, without capturing 3D point clouds.

**Scene planarity in learning-based approaches:** Recently, scene planarity has been used in learning-based approaches for recovering scene geometry from a single RGB image [42, 73, 41, 71]. While these learning-based approaches have started producing promising results, their generalization abilities are not well understood. Our work leverages geometric multi-view cues from a structured-light setup, and can be used in a complementary manner to improve the generalization abilities of learning-based approaches.

### 3. Mathematical Preliminaries

**Two-view geometry of structured-light:** The Blocks-World Camera is based on a structured-light system, which typically consists of a projector and a camera [45], as shown in Fig. 2 (a). We assume a pinhole projection model for both the camera and the projector, and define the camera and projector coordinate systems (CCS and PCS) centered at $c_c$ and $c_p$, the optical centers of the camera and the projector, respectively. $c_c$ and $c_p$ are separated by the projector-camera baseline $b$ along the $x$ axis. The world coordinate system (WCS) is assumed to be the same as the CCS centered at $c_c$, i.e., $c_c = [0, 0, 0]^T$ and $c_p = [b, 0, 0]^T$ in the WCS. Without loss of generality, both the camera and the projector are assumed to have the same focal length $f$. We further assume a rectified system such that the epipolar lines are along the rows of the camera image and projector pattern. These assumptions (same focal length, rectified setup) are made only for ease of exposition, and are relaxed in practice by calibrating the projector-camera setup and rectifying the captured images to this canonical configuration [45].

**Plane parameterization:** A 3D plane can be characterized by three parameters: $\Pi = \{D, \theta, \varphi\}$, where $D \in [0, \infty)$ is the shortest distance from $c_c$ to $\Pi$, $\theta \in [0, \pi]$ is the polar angle between the plane normal and the $-z$ axis, and $\varphi \in [0, 2\pi)$ is the azimuthal angle from the $x$ axis to the plane normal (clockwise), as shown in Fig. 2 (a). The plane normal is given by: $n = [\sin \theta \cos \varphi, \sin \theta \sin \varphi, -\cos \theta]^T$.

### 4. Single-Shot Blocks-World Camera

**Structured-light (SL) systems can be broadly classified in two ways.** Multi-shot methods such as line striping [62, 4, 14], binary Gray coding [34, 61] or sinusoid phase-shifting [65] require projecting multiple patterns on the scenes. These techniques can achieve high depth-precision, but are not suitable for dynamic scenes. In contrast, single-shot methods [75, 72, 58, 60] require projecting only a single pattern, enabling them to handle scene/camera motion. Furthermore, these methods can be implemented with low-cost single-pattern projectors using a static mask or a diffractive optical element, instead of a full projector that can dynamically change the projected patterns.

In this section, we present single-shot Blocks-World Cameras that can estimate both depths and surface normals of piece-wise planar scenes with a single projected pattern. These cameras have low complexity, both computationally (low-cost algorithms) and for hardware (single-shot).

#### 4.1. What Pattern should be Projected?

The performance of a single-shot SL system is determined by the projected pattern. There are several single-shot SL patterns such as 1D color De Bruijins [75, 72], multiple sets of 1D stripes for all-round 3D scanning [17], sparse 2D grid of lines [60, 53], 2D color encoded grids [9, 58], grid patterns with spacings that follow a De Bruijin sequence [68], 2D pseudo-random binary code [70], and 2D random dots (e.g., MS Kinect V1). While these patterns have been designed for explicitly recovering scene depths, our goal is different: directly estimate the plane parameters
The elements in P and I are described in their own coordinate systems (PCS and CCS, respectively), i.e., for the pattern feature \( P = \{ u_p, v_p, p_p \} \).

\[
\begin{align*}
u_p &= [u_{px}, u_{py}, 0]^T, \quad v_p = [v_{px}, v_{py}, 0]^T, \quad p_p = [p_{px}, p_{py}, f]^T. 
\end{align*}
\]

For the corresponding image feature \( I = \{ u_c, v_c, p_c \} \),

\[
\begin{align*}
u_c &= [u_{cx}, u_{cy}, 0]^T, \quad v_c = [v_{cx}, v_{cy}, 0]^T, \quad p_c = [p_{cx}, p_{cy}, f]^T. 
\end{align*}
\]

Then, *if the correspondence is known*, i.e., if pairs of corresponding P and I can be identified, the plane parameters can be recovered analytically by basic geometry, as illustrated in Fig. 3. Specifically, each cross-shaped feature correspondence provides two line correspondences \( \{ u_c, u_p \} \) and \( \{ v_c, v_p \} \), which can be triangulated to estimate two 3D line vectors \( I_u \) and \( I_v \), respectively. The plane \( \Pi \) can be estimated from the estimates of \( I_u \) and \( I_v \). In particular, the surface normal \( n \) of \( \Pi \) is given as:

\[
n = \frac{(p_p \times v_p) \times (p_c \times v_c)}{\| (p_p \times v_p) \times (p_c \times v_c) \|}. 
\]

The shortest distance \( D \) from \( c_c \) to \( \Pi \) is:

\[
D = \frac{bn^T p_p - n^T c_p}{p_{px} - p_{cx}}. 
\]

Given \( n \) and \( D \), depth of \( p_c \) can be computed. See the supplementary report for details and measurable plane space.

**Avoiding degenerate solutions:** If line correspondences \( \{ u_c, u_p \} \) or \( \{ v_c, v_p \} \) are collinear with epipolar lines, it gives a degenerate solution. To avoid this, the line segments of the features should not be aligned with the epipolar lines.

### 5. Plane from Unknown Correspondences

As described above, if the feature correspondences are known, the plane parameters can be estimated using Eqs. 3 and 4. One way to achieve this is to place a *single* feature on each epipolar line of the pattern. In this case, for each image feature, the correspondence can be computed trivially. However, this limits the maximum number of pattern features by the number of rows of the pattern. In order to maximize the likelihood of each scene plane being illuminated by a feature, we need to have a sufficiently large density of pattern features, which requires placing multiple pattern features on each epipolar line. While this approach increases the feature density, the pattern now consists of multiple *identical* features on each epipolar line, leading to ambiguities. Without additional information or complex global reasoning, it is challenging to find the correct feature correspondences. This presents a tradeoff: Is it possible to perform reconstruction while maintaining both high feature density and low computational complexity?
5.1. Geometric Approach to Correspondence-Free Plane Estimation

In order to address this tradeoff, we develop a novel, light-weight computational approach for estimating plane parameters without explicitly computing correspondences between image and pattern features. Let the set of pattern features on one epipolar line of the projected pattern be \( \{P_1, \ldots, P_N\} \). A subset of these features are mapped to the camera image, resulting in the set of image features \( \{I_1, \ldots, I_M\} \) (upper row of Figs. 4 (a) and (b)).

Consider one image feature, say \( I_1 \). All the \( N \) pattern features are candidate matching features. Each candidate pattern feature results in a plane hypothesis \( \Pi = \{D, \theta, \varphi\} \) by triangulating with the image feature \( I_1 \). Accordingly, the set of all candidate pattern features \( \{P_1, \ldots, P_N\} \) create a set of plane hypotheses \( \Lambda_1 = \{\Pi_{11}, \ldots, \Pi_{1N}\} \), where \( \Pi_{1n} \) \((n \in \{1, \ldots, N\})\) is the plane parameters computed from \( I_1 \) and \( P_n \). Each plane hypothesis can be represented as a point in the 3D plane parameter space (we call this the \( \Pi \)-space), as shown in the upper row of Fig. 4 (c). Therefore, the set of plane hypotheses \( \Lambda_1 = \{\Pi_{11}, \ldots, \Pi_{1N}\} \) create a plane parameter locus in the \( \Pi \)-space. Similarly, we can create another plane parameter locus \( \Lambda_2 = \{\Pi_{21}, \ldots, \Pi_{2N}\} \) by pairing \( I_2 \) and \( \{P_1, \ldots, P_N\} \).

Observation 1. The key observation is if \( I_1 \) and \( I_2 \) correspond to scene points on the same scene plane, then two loci \( \Lambda_1 \) and \( \Lambda_2 \) must intersect. If they intersect at a unique location \( \Pi \) in the \( \Pi \)-space, then \( \Pi \) is the true plane parameters.

Voting in the plane parameter space: This is a simple, yet powerful observation, which motivates a computationally light-weight voting-based approach for plane estimation that does not require correspondence estimation. For each detected image feature, we compute its plane parameter locus as described above. The locus is the set of candidate planes that the feature votes for. We then collect votes from all the detected image features; the \( \Pi \)-space with loci from all the image features can be considered a likelihood distribution on scene planes. Fig. 5 (b) shows an example of \( \Pi \)-space. Finally, we estimate plane parameters of the dominant scene planes by identifying dominant local peaks in the \( \Pi \)-space. For a given local peak, all the image features that voted for the peak belong to the corresponding plane. For those image features, depth and surface normal values can be computed by plane-ray intersection (Fig. 5 (d)).

This approach is reminiscent of conventional Hough transform-based plane estimation, with two key differences: First, in conventional Hough transform, the planes are estimated from 3D points (each 3D point votes for candidate planes that pass through it), requiring first a 3D point cloud to be computed. In contrast, in our approach, 2D image features directly vote for candidate planes, thus avoiding the potentially expensive point cloud generation. Second, in the conventional approach, each 3D point votes for a dense set of potential planes. Coupled with a large number of 3D points, this can result in large computational and memory costs. On the other hand, in the proposed approach, we use a sparse set of features, and each feature votes for a small, discrete set of candidate planes (e.g., we used \( < 10 \) in our experiments). This results in considerably, up to 2 orders of magnitude lower computational costs, especially in scenes with a small number of dominant planes.

5.2. Do Parameter Loci have Unique Intersections?

The voting-based algorithm described above relies on an important assumption: plane parameter loci for different image features corresponding to the same world plane intersect in a unique location. If, for example, the loci for all the features on a camera epipolar line overlap at several locations, we will not be able to identify unique plane parameters. This raises the following important questions: Does this assumption hold for general scenes? What is the effect, if any, of the pattern design (e.g., the spatial layout of the features)? In order to address these, we describe two key geometric properties of the plane parameter locus.

Property 1. The parameter locus \( \Lambda_m = \{\Pi_{m1}, \ldots, \Pi_{mN}\} \) created by pairing an image feature \( I_m \) and a set of pattern features \( \{P_1, \ldots, P_N\} \) on the same epipolar line always lies on a plane parallel to the \( \varphi = 0 \) plane in the \( \Pi \)-space.

Property 2. Let \( \Lambda_m = \{\Pi_{m1}, \ldots, \Pi_{mN}\} \) be the parameter locus created in the same way as Property 1. Let \( P_n \) \((\mu \in \{1, \ldots, N\})\) be the true corresponding pattern feature of \( I_m \). Let \( d_{\mu n} \) be the distance between pattern feature...
tures $P_\mu$ and $P_n$ on the epipolar line. Then, the locations of the elements of $\Lambda_m$ are a function only of the set $D_\mu = \{d_{\mu n} \mid n \in \{1, \ldots, N\}\}$ of relative distances between the true and candidate pattern features.

See supplementary report for proofs. The first property implies that it is possible to recover the azimuth angle of the plane normal from a single parameter locus, without computing correspondences. An example is illustrated in the upper row of Figs. 4 (a-c). Since $\varphi$ is constant across the locus, for the rest of the paper, we visualize parameter loci in 2D $D-\theta$ space, as shown in the upper row of Fig. 4 (d). Note that full 3D II-space is necessary when differentiating between planes with the same $D$ and $\theta$, but different $\varphi$.

The second, perhaps more important, property implies that if the pattern features are uniformly spaced on the epipolar line, the resulting loci will overlap significantly. This is because of the following: for a uniformly spaced pattern, the set of relative distances (as defined in Property 2) for two distinct pattern features will share several common values. Since the elements of the parameter loci (of the corresponding image features) are determined solely by the set of relative distances, the loci will also share common locations. An example is shown in the upper row of Fig. 4 (d). This is not a degenerate case; for uniformly spaced patterns, regardless of the scene, the loci will always have large overlaps, making it impossible to find unique intersections. How can we ensure that different loci have unique intersections?

**Patterns with non-uniform feature distribution:** The key idea is to design patterns with features that are non-uniformly spaced across epipolar lines. The lower row of Fig. 4 (a) and (b) show an example, where $N$ pattern features $\{P_1, \ldots, P_N\}$ are non-uniformly distributed on an epipolar line, and $M$ of them are imaged as image features $\{I_1, \ldots, I_M\}$. If this condition is met, the parameter loci do not overlap, except at the true plane parameters, as shown in the lower row of Fig. 4 (d). This enables estimation of the plane parameters even with unknown correspondences.

In our experiments, we placed 7 pattern features non-uniformly on each epipolar line. To ensure robustness against errors in epipolar line estimation, we place features on every $k^{th}$ epipolar line on the pattern. See the supplementary report for details and the resulting patterns.

**5.3. Image Feature Localization and Measurement**

We localize cross-shaped image features by applying Harris corner detector [26] to the captured image, after thinning morphological operation. Although a single image is sufficient, for scenes with strong texture and lighting variations, we capture two camera frames in rapid succession, with and without the projected pattern, and take their difference. For each candidate feature location, the two line segments of the image feature ($u_c$ and $v_c$ in Fig. 2) are extracted. For robustness against projector/camera defocus blur, we extract two edges (positive and negative gradients) from each (possibly blurred) line segment, and compute their average. The line fitting computational routine is fast since it has a closed-form solution. Image feature $I = \{u_c, v_c, p_c\}$ is then estimated from the two line segments, and their intersection point $p_c$.

**5.4. Toward Higher Memory Efficiency**

Blocks-World Cameras are memory-efficient since they do not require capturing and processing dense 3D point clouds. However, the plane parameter II-space can occupy considerably amount of memory if very small bin sizes are used. We develop a memory-efficient version of Blocks-World Camera algorithm which does not explicitly create a plane parameter voting array. The key observation is that since the Blocks-World Cameras provide a pool of plane candidates with different confidence (e.g., larger number of plane candidates for dominant planes), it is possible to estimate scene planes by finding inliers via a RANSAC-like procedure, instead of voting in the II-space. See the supplementary report for details of the algorithm and the results.

**6. Experiments and Results**

**6.1. Validation by Simulations**

We simulate the Blocks-World Camera imaging process with a ray tracing tool [1], using 3D models from an indoor dataset [2]. This allows us to compare the Blocks-World Camera reconstructions with the ground truth, as well as alternate approaches such as plane-fitting to point clouds.

**Ground truth comparison:** Fig. 5 (a) shows a pattern-projected scene with five dominant planes labeled as $\Pi_1$ to $\Pi_5$. Plane parameters for these planes are estimated from the II-space (Fig. 5 (b)). The image features that voted for each dominant plane are identified and segmented to form the plane boundary by their convex hull (Fig. 5 (c)). The proposed approach accurately recovers 3D scene geometry in terms of both depths and surface normals (Fig. 5 (d)).

**Comparison with plane-fitting:** For evaluating conventional plane-fitting approaches, we simulate a structured-light system that captures a 3D point-cloud of the scene using sinusoid phase-shifting [65]. Fig. 6 (a) shows an example scene with six dominant planes. Fig. 6 (b) and the bottom center of Fig. 1 show the captured depth map and a point cloud. We use 3D Hough transform [8] and RANSAC, two approaches which have been widely used to extract planes from point clouds. We use the randomized version of the 3D Hough transform (RHT) [8] due to its computational efficiency. Figs. 6 (c), (d), and (e) show plane segmentation results by RHT, RANSAC, and Blocks-World Cameras, respectively. To ensure fair comparisons, for plane-fitting approaches, we down-sample the point cloud such that the
number of 3D points is the same as the number of image features captured by the Blocks-World Cameras.

For RHT (Fig. 6 (c)), it is challenging to extract small, distant or noisy planes because the votes for these planes are not reliably accumulated by random selection of points. Although RANSAC achieves better plane extraction, both RHT and RANSAC result in erroneous plane segmentation results (e.g., orange and blue points on the walls in Fig. 6 (c) and (d), respectively). This is a common issue with point cloud-based approaches since each 3D point does not have local plane information. In comparison, Blocks-World Cameras achieve accurate plane segmentation since each cross-shaped image feature contains partial information on the plane it belongs to, and does not need global reasoning. See the supplementary report for implementation details for RHT, RANSAC, and the Blocks-World Cameras.

Fig. 7 shows quantitative comparison between the Blocks-World Cameras and the conventional plane-fitting approaches in terms of (a) the accuracy of the extracted plane parameters, and (b) run-time of MATLAB implementations. We used a well-optimized implementation of MSAC (M-estimator sample and consensus) for RANSAC plane-fitting. In run-time comparison, we did not include time to create the point clouds for conventional approaches. RHT estimates the plane parameters accurately, but it fails to find all dominant planes and is slow in run-time. RANSAC is fast and finds all dominant planes robustly, but less accurate in plane parameter estimation. The Blocks-World Cameras can extract the plane parameters well in terms of both accuracy and run-time even without creating the point cloud. See the supplementary report for additional discussions on the trade-off between the run-time and plane estimation accuracy while varying the sampling rate of the 3D point clouds. Comparisons with other structured-light schemes as well as alternate 3D modalities are also discussed in the supplementary report.

6.2. Blocks-World Cameras in-the-Wild

We prototype a Blocks-World Camera using a structured-light system consisting of an Epson 3LCD projector, and a digital SLR camera (Canon EOS 700D). The projector-camera baseline is 353 mm. The system is rectified such that epipolar lines are aligned along the rows of the pattern and the captured image. Using this setup, we validate the performance of Blocks-World Camera with various challenging scenes in the real world.

Scene with large defocus blur: The ability to handle defocus blur is critical for the Blocks-World Cameras when imaging scenes with large depth variations. Our image feature detection algorithm averages the detected line segments for both positive and negative edges as mentioned in Section 5.3, thereby achieving robustness to defocus blur. Fig. 8 (a) shows a scene consisting of planar objects at different distances from the camera. The camera and the projector are focused on the corner between two walls to create a large blur on the rightmost wall just to demonstrate the performance over a wide range of blurs (Fig. 8 (b)). The Blocks-World Cameras can reliably estimate the planes even with blurred features, up to a certain blur size (Fig. 8 (c, d)). For scenes with huge depth variation, the blur size can be reduced by lowering the aperture, using extended depth-of-field approaches, and diffractive optical elements.

Performance under ambient light: Fig. 9 demonstrates the performance of the Blocks-World Cameras under different ambient lighting conditions. Since our approach is based on shape features instead of intensity features, it is robust to photometric variations (photometric calibration is not required) leading to stable plane estimation under different lighting. When ambient light completely overwhelms the projected pattern, the features may not be detected. This issue can be mitigated by narrow-band illumination, spatio-temporal illumination and image coding [25, 51, 50].

Scene with specular interreflections and strong textures: Fig. 10 (a) shows a scene with a metallic elevator door under strong, directional ambient light (upper), and a picture with complicated textures (lower). The Blocks-World Cameras use geometric features which encode the scene geometry through deformation of the feature shape, and are thus robust to challenging illumination conditions resulting in accurate geometry estimation (Fig. 10 (b, c)).

Non-planar scenes: Although Blocks-World Cameras are designed for piece-wise planar scenes, their performance degrades gracefully for non-planar scenes. Fig. 11 (a) shows a cylindrical object, and the piece-wise planar ap-
Figure 6. **Comparison with plane-fitting.** (a) A 3D scene. (b) Depth map captured by a simulated structured-light system. (c, d, e) Plane segmentation results by randomized 3D Hough transform, RANSAC, and Blocks-World Cameras. The Blocks-World Cameras achieve more accurate plane segmentation than conventional approaches since each cross-shaped image feature contains local plane information.

Figure 7. **Quantitative performance comparison.** (a) Plane parameters error comparison. (b) Run-time comparison. Blocks-World Cameras can extract the plane parameters well in terms of both accuracy and run-time even without creating the point cloud.

Figure 8. **Robustness to defocus blur.** (a, b) A scene with varying amounts of defocus blur. (c, d) Measured plane depths and normals. Our approach is robust to defocus blur.

Figure 9. **Robustness to ambient light.** (a) A scene under different indoor lighting conditions. (b, c) Recovered plane depths and normals. Our shape features are robust to photometric variations.

Figure 10. **Robustness to specular reflections and strong textures.** (a) Scenes under challenging illumination conditions with specular reflections and strong textures. (b, c) Reconstructed plane depths and surface normals by Blocks-World Camera.

Figure 11. **Approximating non-planar scene with piece-wise planar scene.** (a) Cylinder scene. (b) Plane estimation with relatively small and large bin sizes of Π-space, respectively.

7. **Limitations and Future Work**

**Holes in reconstructions:** Due to a sparse set of features in the pattern, the reconstructions have holes in regions where features are absent. An important next step is to develop sensor-fusion systems based on the proposed approach, by leveraging learning-based methods [42, 41] (that produce potentially inaccurate, but dense reconstructions) to generate dense, high-accuracy, hole-free reconstructions.

**Non-planar geometric primitives:** The proposed approach is designed for reconstructing planar surfaces. A promising line of future work is to design patterns and reconstruction algorithms for non-planar geometric primitives such as spheres, generalized cylinders [6] and geons [5]. Such a generalized Blocks-World Camera will find applications in a considerably broader set of scenarios.
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1. Overview

This document provides derivations, explanations, and more results supporting the content of the paper submission titled, “Blocks-World Cameras”.

2. Geometric Relationship between Pattern Feature and Image Feature

In this section, we algebraically derive geometric relationship between a pattern feature and a corresponding image feature, for given scene plane parameters. Based on this relationship, we can estimate plane parameters given a pair of image feature and pattern feature. Toward that end, we first review mathematical preliminaries in Section 3 of the main manuscript for completeness.

Two-view geometry of structured-light: The Blocks-World Camera consists of a projector and a camera, as shown in Fig. 1 (a). We define the camera and projector coordinate systems (CCS and PCS) centered at \( c_c \) and \( c_p \), the optical centers of the camera and the projector, respectively. \( c_c \) and \( c_p \) are separated by the projector-camera baseline \( b \) along the \( x \) axis. The world coordinate system (WCS) is assumed to be the same as the CCS centered at \( c_c \), i.e., \( c_c = [0, 0, 0]^T \) and \( c_p = [b, 0, 0]^T \) in the WCS. Without loss of generality, both the camera and the projector are assumed to have the same focal length \( f \), i.e., the image planes of both are located at a distance \( f \) from their optical centers along the \( z \)-axis. For simplicity, we further assume a rectified system such that the epipolar lines are along the rows of the camera image and the projector pattern.

Plane parameterization: A 3D scene plane is characterized by \( \Pi = \{D, \theta, \varphi\} \), where \( D \in [0, \infty) \) is the perpendicular (shortest) distance from the origin \( (c_c) \) to \( \Pi \), \( \theta \in [0, \pi] \) is the polar angle between the plane normal and the \(-z\) axis, and \( \varphi \in [0, 2\pi) \) is the azimuthal angle between the plane normal and the \( x \) axis (measured clockwise), as shown in Fig. 1 (a). The pattern consists of a sparse set of cross-shaped features, which get mapped to cross-shaped features in the camera image via homographies induced by scene planes, as shown in Fig. 1 (b).

Pattern feature and image feature: Consider a pattern feature \( P \) described by \( P = \{u_p, v_p, p_p\} \), where \( v_p \) and \( u_p \) are two line vectors and \( p_p \) is the intersection point of \( v_p \) and \( u_p \) as shown in Fig. 1 (b). Let the corresponding image feature \( I \) be described by \( I = \{u_c, v_c, p_c\} \), where \( v_c \) and \( u_c \) are line vectors corresponding to \( v_p \) and \( u_p \), respectively, and \( p_c \) is the intersection point of \( v_c \) and \( u_c \). The elements in \( P \) and \( I \) are described in their own coordinate systems (PCS and CCS, respectively), i.e., for the pattern feature \( P = \{u_p, v_p, p_p\} \),

\[
  u_p = [u_{px}, u_{py}, 0]^T, \quad v_p = [v_{px}, v_{py}, 0]^T, \quad p_p = [p_{px}, p_{py}, f]^T.
\]  

(1)

Similarly, for the corresponding image feature \( I = \{u_c, v_c, p_c\} \),

\[
  u_c = [u_{cx}, u_{cy}, 0]^T, \quad v_c = [v_{cx}, v_{cy}, 0]^T, \quad p_c = [p_{cx}, p_{cy}, f]^T.
\]  

(2)

Depth estimation: To derive the relationship between the pattern feature and the image feature in terms of the plane parameters, we first derive the scene depth at the intersection point \( p_c \) of the image feature in terms of the plane parameters. Let the ray passing \( c_p \) and \( p_p \) intersect \( \Pi \) at \( p = [x, y, z]^T \), and \( p \) is imaged at \( p_c \) as shown in Fig 1 (c). Let the equation of the line passing \( c_c \) and \( p_c \) be \( t p_c = t [p_{cx}, p_{cy}, f] \) \((-\infty < t < \infty)\) as shown in Fig 1 (c). Depth \( z \) of \( p_c \) can be obtained by intersecting this line with the plane \( \Pi = \{D, \theta, \varphi\} \) and taking the third element of \( t p_c \). By substituting \( t p_c \) to the plane equation, we get \( u^T (t p_c) + D = 0 \) and \( t = -D / u^T p_c \). Thus,

\[
  z = t f = -f D / u^T p_c.
\]  

(3)
From Eq. 3, we get:

\[ z = -\frac{n^T c_p + D}{n^T p_p}. \]  

(4)

In the following, we describe the image feature \( I = \{u_c, v_c, p_c\} \) in terms of the pattern feature \( P = \{u_p, v_p, p_p\} \) given the plane parameters \( \Pi = \{D, \theta, \phi\} \).

**Point correspondence:** From a triangle defined by \( c_p, p, \) and \( p_p \) (Fig 1 (c)), the imaged point \( p_c \) corresponding to \( p_p \) is:

\[ p_c = \begin{bmatrix} 1 & 0 & \frac{z}{z_c} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} p_p, \]  

(5)

where \( z \) is the depth of \( p_c \). By substituting Eq. 3 or Eq. 4 to Eq. 5, we get the point correspondence in terms of the plane parameters:

\[ p_c = \begin{bmatrix} D/D + bn_x \\ D/D + bn_y \\ 0 \\ 0 \\ 1 \end{bmatrix} p_p, \]  

(6)

where \( n = [n_x, n_y, n_z]^T \).

**Line vector correspondence:** Let \( p_{p1} \) and \( p_{p2} \) be two points defining \( u_p \) as shown in Fig 1 (d). Using Eq. 5, we can define two imaged points \( p_{c1} \) and \( p_{c2} \) corresponding to \( p_{p1} \) and \( p_{p2} \), respectively as shown in Fig 1 (d):

\[ p_{c1} = \begin{bmatrix} 1 & 0 & \frac{b}{z_1} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} p_{p1} \quad \text{and} \quad p_{c2} = \begin{bmatrix} 1 & 0 & \frac{b}{z_2} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} p_{p2}, \]  

(7)

where \( z_1 \) and \( z_2 \) are the depths of \( p_{c1} \) and \( p_{c2} \), respectively. By defining \( u_c = p_{c2} - p_{c1} \) and \( u_p = p_{p2} - p_{p1} \),

\[ u_c = u_p + \begin{bmatrix} f b \left( \frac{1}{z_2} - \frac{1}{z_1} \right) \\ 0 \\ 0 \end{bmatrix}. \]  

(8)

From Eq. 3, we get:

\[ \frac{1}{z_2} - \frac{1}{z_1} = -\frac{n^T u_c}{fD}. \]  

(9)
Figure 2. **Plane estimation from a known feature correspondence.** (a) Line segments $u_p$ and $u_c$ from image and pattern features create a pair of planes which meet at a 3D line vector $l_u$. (b) Another pair of image and pattern feature segments create a pair of planes meeting at another 3D line. (c) The two 3D lines define a 3D plane. (d) Pattern features aligned with epipolar lines create a degenerate case, which is avoided by designing pattern features such that line segments do not lie along epipolar lines.

By substituting Eq. 9 to Eq. 8, we get:

$$u_c = \begin{bmatrix} \frac{D}{D + bn_x} & -\frac{bn_y}{D + bn_x} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} u_p. \tag{10}$$

Similarly,

$$v_c = \begin{bmatrix} \frac{D}{D + bn_x} & -\frac{bn_y}{D + bn_x} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} v_p. \tag{11}$$

From these relationships, we can derive the equations for the plane parameters given the pattern feature and the corresponding image feature as explained in the next Section.

### 3. Plane Parameter Estimation from a Known Correspondence

In this section, we derive the expression for scene plane parameters when the correspondence between pattern feature and the corresponding image feature is known. Consider the plane including the projector center $c_p$ and the line vector $u_p$ of the pattern feature as shown in Fig 2 (a). Similarly, consider another plane including the camera center $c_c$ and the line vector $u_c$ of the corresponding image feature. These two planes meet at a 3D line vector $l_u$, as shown in Fig 2 (a) if $u_p$ and $u_c$ are not on the same epipolar line as shown in Fig 2 (d). $l_u$ can be computed by the cross product of the surface normals of these two planes. The surface normals of the plane including $c_p$ and $u_p$ and the plane including $c_c$ and $u_c$ are:

$$n_{up} = \frac{p_p \times u_p}{\|p_p \times u_p\|} \quad \text{and} \quad n_{uc} = \frac{p_c \times u_c}{\|p_c \times u_c\|}, \tag{12}$$

respectively, where $\times$ is a cross product of the vectors and $\| \cdot \|$ is a norm of the vector. Thus, $l_u$ can be obtained by:

$$l_u = n_{up} \times n_{uc} = \frac{(p_p \times u_p) \times (p_c \times u_c)}{\| (p_p \times u_p) \times (p_c \times u_c) \|}. \tag{13}$$

Similarly, another pair of two planes created by $v_p$ and $v_c$ meet at a 3D line vector $l_v$, as shown in Fig 2 (b), and $l_v$ can be obtained by:

$$l_v = \frac{(p_p \times v_p) \times (p_c \times v_c)}{\| (p_p \times v_p) \times (p_c \times v_c) \|}. \tag{14}$$

The surface normal of the plane can be obtained by the cross product of $l_v$ and $l_u$ as shown in Fig 2 (c):

$$n = l_v \times l_u = \frac{((p_p \times v_p) \times (p_c \times v_c)) \times ((p_p \times u_p) \times (p_c \times u_c))}{\| ((p_p \times v_p) \times (p_c \times v_c)) \times ((p_p \times u_p) \times (p_c \times u_c)) \|}. \tag{15}$$

Eq. 3 of the main manuscript
The polar angle \( \theta \) and the azimuthal angle \( \varphi \) of the plane normal can be obtained from \( \mathbf{n} = [\sin \theta \cos \varphi, \sin \theta \sin \varphi, -\cos \theta]^T \).

From Eq. 4 and Eq. 5, the shortest distance \( D \) from the origin \((c_x, c_y, c_z)\) to \( \Pi \) is:

\[
D = \frac{b \mathbf{n}^T \mathbf{p}_\rho}{p_{px} - p_{cx}} - \mathbf{n}^T \mathbf{c}_p.
\]

Eq. 4 of the main manuscript

4. Plane Parameter Locus

In this section, we derive the algebraic equations describing the plane parameter locus explained in Section 5 of the main manuscript. Let \( I = \{u_c, v_c, p_c\} \) be the image feature corresponding to a pattern feature \( P = \{u_p, v_p, p_p\} \). By pairing \( I \) and \( P \), we can obtain the true plane parameter set \( \Pi = [D, \theta, \varphi]^T \). For a given \( I \), consider a set of pattern features \( P' = \{u_p, v_p, p'_p\} \) on the same epipolar line, where \( p'_p = [p'_{px}, p'_y, f]^T = [p_{px} + \omega, p_y, f]^T (\omega \in \mathbb{R}) \). By pairing \( I \) and \( P' \), we can derive the equations of the plane parameter locus from Eq. 15 and Eq. 16.

Let \( \mathbf{n}' \) be the surface normal of the plane created by pairing \( I \) and \( P' \). Using Eq. 15,

\[
\mathbf{n}' = \left( (p'_{p} \times v_p) \times (p_c \times v_c) \right) \times \left( (p'_{p} \times u_p) \times (p_c \times u_c) \right).
\]

Eq. 17

We drop the normalization factor without loss of generality. By applying \( p'_p = [p_{px} + \omega, p_y, f]^T \), Eq. 1, and Eq. 2 to Eq. 17, we get:

\[
\mathbf{n}' = \begin{bmatrix}
  f(-u_{cx}v_y + u_{px}v_y + u_yv_{cx} - u_yv_{px}) \\
  f(-u_{px}v_{cx} + u_{cx}v_{px}) \\
  p_{cx}u_yv_{px} - p_yu_{cx}v_{px} - p_{px}u_yv_{cx} + p_yu_{px}v_{cx} + p'_{px}u_{cx}v_y
\end{bmatrix}.
\]

Eq. 18

Please note that we dropped the common factors in \( x \)-, \( y \)-, and \( z \)-components of \( \mathbf{n}' \) without loss of generality. By applying Eq. 6, Eq. 10, and Eq. 11 to Eq. 18 and arranging terms, we get:

\[
\mathbf{n}' = \begin{bmatrix}
  n'_x \\
  n'_y \\
  n'_z
\end{bmatrix} = \frac{1}{a} \begin{bmatrix}
  n_x \\
  n_y \\
  n_z + \frac{\omega D}{f}
\end{bmatrix},
\]

where \( a = \sqrt{n_x^2 + n_y^2 + \left(n_z + \frac{\omega D}{f}\right)^2} \) is the normalization factor.

Let \( D' \) be the perpendicular distance from the camera origin to the plane created by pairing \( I \) and \( P' \). Using Eq. 16,

\[
D' = \frac{b \mathbf{n'}^T p'_p}{p'_{px} - p_{cx}} - \mathbf{n'}^T \mathbf{c}_p = \frac{b \mathbf{n'}^T \mathbf{c}_p}{p'_{px} - p_{cx}} = \frac{D \mathbf{n'}^T \mathbf{c}_p + \omega D}{a}.
\]

Eq. 19

Thus, the plane parameter set \( \Pi' \) of the plane created by pairing \( I \) and \( P' \) is:

\[
\Pi' = \begin{bmatrix}
  D' \\
  \theta \\
  \varphi
\end{bmatrix} = \begin{bmatrix}
  \tan^{-1}\left(\frac{\sqrt{n'_x^2 + n'_y^2}}{-n'_z}\right) \\
  \tan^{-1}\left(\frac{n'_z}{n'_x}\right) \\
  \varphi
\end{bmatrix}.
\]

Eq. 20

Property 1. The parameter locus \( \Lambda_m = \{\Pi_{m1}, \ldots, \Pi_{mN}\} \) created by pairing an image feature \( I_m \) and a set of pattern features \( \{P_1, \ldots, P_N\} \) on the same epipolar line always lies on a plane parallel to the \( \varphi = 0 \) plane in the \( \Pi \)-space.

Proof: From Eq. 21, the azimuth angle \( \varphi ' \) of \( \Pi ' \) is always constant \( \varphi \).

Property 2. Let \( \Lambda_m = \{\Pi_{m1}, \ldots, \Pi_{mN}\} \) be the parameter locus created in the same way as Property 1. Let \( P_\mu (\mu \in \{1, \ldots, N\}) \) be the true corresponding pattern feature of \( I_m \). Let \( d_{\mu n} \) be the distance between pattern features \( P_\mu \) and \( P_n \) on the epipolar line. Then, the locations of the elements of \( \Lambda_m \) are a function only of the set \( D_\mu = \{d_{\mu n} | n \in \{1, \ldots, N\}\} \) of relative distances between the true and candidate pattern features.

Proof: From Eq. 21, the locations of the elements of \( \Lambda_m \) are a function only of \( \omega = p'_{px} - p_{px} \) (not a function of \( p_p \) or \( p_c \)), which is the relative distance between the true and candidate pattern features.
Figure 3. **Measurable plane space.** The measurable plane normal space increases with \( D \), and if \( D \geq b \) (baseline between the camera center and the projector center, 0.4 m assumed here), planes with any surface normals can be measured theoretically.

Figure 4. **Image feature angle variation over \( D \) (perpendicular distance to plane) and \( b \) (baseline).** Image feature angle variation decreases with \( D \) or increases with \( b \). Therefore, it becomes difficult to measure precise plane parameters for in practice if \( D \) is very large or \( b \) is very small.

5. **Measurable Plane Space**

One of the important practical questions regarding the performance of Blocks-World Cameras is “what is the plane parameter space measurable with the Blocks-World Cameras?” The measurable plane space is determined by (a) fundamental limitations of the two-viewing imaging systems, and (b) measurement accuracy of image features.

Scene planes passing between the projector’s and camera’s optical centers or any segments on these planes are not measurable. This is because for such planes, the projected pattern cannot be observed by the camera. These non-measurable planes can be described as:

\[
\begin{align*}
n_x &= 0, \quad D = 0 \quad \text{(planes including } x\text{-axis)} \quad \text{(22)}
\end{align*}
\]

and

\[
\begin{align*}
n_x &\neq 0, \quad 0 \leq -\frac{D}{n_x} \leq b \quad \text{(planes with the } x\text{-intercept between } 0 \text{ and } b) \quad \text{(23)}
\end{align*}
\]

The measurable plane space is the complement of the set of the planes described by Eq. 22 and Eq. 23. Fig. 3 shows examples of the measurable plane space when the baseline \( b = 0.4 \) m. The measurable plane normals (represented by \( \theta \) and \( \varphi \)) at different \( D \) values are shown in blue with the polar plot, where the radial direction and the clockwise direction represent \( \theta \) and \( \varphi \) directions, respectively. The measurable plane normal space increases with \( D \). If \( D \geq b \), planes with any surface normals can be measured theoretically.

In practice, however, it is challenging to estimate plane parameters precisely when \( D \) is very large or \( b \) is very small. Let the pattern feature angle (i.e., the angle between one of the line segments of the pattern feature and the epipolar line) be \( \phi_p \), and the corresponding image feature angle (e.g., the angle between the corresponding image feature’s line segment and the epipolar line) be \( \phi_c \). For a given \( \phi_p \), \( \phi_c \) is a function of the plane parameters. As shown in Fig. 4, when the plane normal changes, the corresponding image feature angle variation \( \Delta \phi_c \) gets smaller as \( D \) increases (\( b \) is fixed as 0.4 m) or \( b \) decreases (\( D \) is fixed as 2 m). If \( \Delta \phi_c \) is too small, it is difficult to distinguish between different plane parameters.
Figure 5. **Image feature angles according to plane normal direction over different pattern feature angles.** Image feature angle \( \phi_c \) does not change when \( \phi_p = 0^\circ \), thus plane parameters cannot be estimated from feature deformation. On the other hand, \( \phi_c \) changes sensitively according to the plane normal direction when \( \phi_p = 90^\circ \), leading to more accurate plane parameter estimation. \( D = b = 0.4 \text{ m} \) was assumed.

Figure 6. **Bound of image feature angle when plane normal changes over pattern feature angle.** We use two pattern feature angles \( \phi_{p1} = 45^\circ \) and \( \phi_{p2} = 135^\circ \) since they give the maximum image feature angle variation without the overlap.

### 6. Pattern Design

In this section, we discuss various parameters for pattern design and their conditions for optimal performance of the Blocks-World Cameras.

**Angles of pattern feature (why are 45° and 135° of pattern feature angles used?):** The pattern feature angle (e.g., angle between the line segment of the pattern feature and the epipolar line) is an important parameter for pattern design since it influences the accuracy of plane parameter estimation. For a given pattern feature angle \( \phi_p \), the corresponding image feature angle \( \phi_c \) (e.g., angle between the line segment of the corresponding image feature and the epipolar line) varies as the plane parameters \( \Pi \) change. The range of image feature angles \( \Delta \phi_c \) (over all possible plane parameters) is determined by the pattern feature angle \( \phi_p \). For precise plane parameter estimation, \( \Delta \phi_c \) should be sufficiently large. Fig. 5 shows \( \phi_c \) as a function of the scene plane normal direction (\( D \) is fixed as \( D = b = 0.4 \text{ m} \)) for different \( \phi_p \)s. If \( \phi_p = 0^\circ \), \( \phi_c \) is always 0° regardless of the plane normal direction (this corresponds to the degenerate case in Fig. 2 (d)), which makes it impossible to estimate the plane parameters. On the other hand, if \( \phi_p = 90^\circ \), \( \phi_c \) changes from 0° to 180°, which makes it much easier to estimate the plane parameters accurately. Then, what is the optimal \( \phi_p \) for precise plane parameter estimation?

Fig. 6 shows the maximum and minimum \( \phi_c \) values over \( \phi_p \) when the plane normal changes. We achieve the maximum \( \Delta \phi_c \) of 180° when \( \phi_p = 90^\circ \), and the minimum \( \Delta \phi_c \) of 0° when \( \phi_p = 0^\circ \) or \( \phi_p = 180^\circ \). Therefore, \( \phi_p = 90^\circ \) should be selected for precise plane estimation. However, we need two \( \phi_p \) values for plane estimation, and the range of two \( \phi_p \)s corresponding to two \( \phi_c \)s should not overlap for distinction between two image line segments when a single pattern is used. For this purpose, we chose \( \phi_{p1} = 45^\circ \) and \( \phi_{p2} = 135^\circ \) since \( \Delta \phi_{c1} \) and \( \Delta \phi_{c2} \) are maximized while achieving no overlap in the corresponding \( \phi_c \) values as shown in Fig. 6.

**Other pattern parameters:** In addition to the pattern feature angle, there are more parameters for pattern design: radius of the line segment \( r \), number of pattern features on a single epipolar line \( n \), distance between adjacent epipolar lines with pattern features \( k \), decrement or increment of distance between adjacent pattern features on each epipolar line \( h \). These parameters
can be chosen appropriately according to the scene or imaging conditions. Fig. 7 shows example patterns for our simulations and experiments. We use \( r = 15, n = 7, k = 7, h = 5 \) (in pixels) for simulations and \( r = 18, n = 7, k = 10, h = 9 \) (in pixels) for experiments. The total number of pattern features are 1050 and 735 for simulations and experiments, respectively. Larger size and sparser distribution of pattern features for the experiments are to be robust to various imperfections in the system. The resolution of the pattern is \( 1920 \times 1080 \).

**Pattern feature displacement for different epipolar lines:** If pattern features are non-uniformly distributed (more specifically, all distances between pattern features (multi-hops as well as single-hop between pattern features) are different) on each epipolar line, true plane parameters can be estimated. Then what about the pattern feature displacement for different epipolar lines? Is the pattern feature displacement for different epipolar lines the same or different? As long as the non-uniform feature distribution on each epipolar line is satisfied, we can estimate the true plane parameters. However, if the pattern feature distribution for different epipolar lines is all different, we can find the local peaks for the true plane parameters more robustly. Fig. 8 shows \( \Pi \)-spaces for the scene of Fig. 5 in the main manuscript when the pattern feature displacement for
different epipolar lines is the same (upper row) and random (lower row). True peaks representing the true plane parameters are not affected by the pattern feature displacement. However, false peaks are spread over the locus when the pattern feature displacement for different epipolar lines is random, which enables more robust true peak finding as shown in Fig. 8.

7. More Memory-Efficient Blocks-World Cameras

In this section, we discuss more memory-efficient Blocks-World Cameras which do not require a plane parameter $\Pi$-space for voting. Because the Blocks-World Cameras provide a pool of plane candidates with different confidence (e.g., larger number of plane candidates for real dominant scene planes), parameters for dominant planes can be estimated by finding inliers via a RANSAC-like procedure, instead of voting in the $\Pi$-space. The algorithm is as follows.

Algorithm 1: More Memory-Efficient Blocks-World Cameras

| Input: $n_{tol}$: error tolerance for plane normal, $D_{tol}$: error tolerance for $D$, $T$: number of iterations, $I_m$ ($m \in \{1, \ldots, M\}$): $M$ number of image features, $P_n$ ($n \in \{1, \ldots, N\}$): $N$ number of pattern features on the same epipolar line, $\Pi_{mn}$: all plane candidates created by pairing $I_m$ and $P_n$ |
| Output: $\Pi_q$ ($q \in \{1, \ldots, Q\}$): $Q$ number of dominant scene planes |

for $q=1$ to $Q$ do
  for $t=1$ to $T$ do
    Randomly choose $\Pi$ from $\{\Pi_{mn}\}$;  
    Inliers $\leftarrow \Pi_{mn}$ within $n_{tol}$ and $D_{tol}$;  
  end  
  $\Pi_q$ $\leftarrow$ model with the largest number of inliers (can be averaged inliers for more accurate model);  
  Remove current inliers from $\{\Pi_{mn}\}$;  
  Find $I_m$ which participated in creating current inliers;  
  Remove plane candidates created by these $I_m$ from $\{\Pi_{mn}\}$;
end

Fig 9 (a) and (b) show the Blocks-World Camera results with voting in the $\Pi$-space and with a RANSAC-like procedure, respectively. All dominant planes are extracted well with the RANSAC-based Blocks-World Cameras as well. $n_{tol} = 4^\circ$. 
8. Comparisons with Conventional Plane-Fitting Approaches

We compare plane estimation performance of the Blocks-World Cameras to the conventional approaches fitting the planes to 3D point clouds. For conventional approaches, we use 3D Hough transform and RANSAC, which are two popular plane-fitting methods. We use the randomized version of the 3D Hough transform (RHT) due to its computational efficiency. To create 3D point clouds for conventional approaches, we simulate structured-light (SL) systems and continuous-wave time-of-flight (C-ToF) imaging systems. We use sinusoid phase-shifting [3] and binary Gray coding [1, 2] to test two different sets of patterns for the SL systems. To simulate the C-ToF systems, multiple variables are required. Assuming sinusoid coding for amplitude modulation, the average numbers of signal photons (at the minimum depth) and ambient photons are assumed to be $1 \times 10^6$ and $5 \times 10^5$, respectively. 10 MHz of modulation frequency and 10 ms of integration time are used. Fig. 10 (b) shows the depth maps created by phase-shifting, Gray coding, and C-ToF, respectively. In case of the SL systems, Gray coding where 24 patterns are used shows a higher quality depth map than phase-shifting where 12 patterns are used. Although the performance of C-ToF depends on various parameter values, in general, C-ToF enables faster depth acquisition, longer depth range, but lower depth resolution compared to the SL systems. After creating 3D point clouds from the depth maps, we down-sample the point clouds such that the number of 3D points is the same as the number of image features captured by the Blocks-World Cameras to ensure fair comparison especially in terms of run-time.

Several parameter values are required for the MATLAB implementations of the conventional plane-fitting approaches. For RANSAC, we set the maximum number of iterations as $10^3$ and the maximum distance from an inlier 3D point to the plane as 0.1 m. For RHT, the bin sizes for $\theta$ and $\phi$ ranges are the same as 3° and the bin size for $D$ range is 0.04 m. These relatively large bin sizes are to handle noise existing in the 3D point clouds. The number of iterations is $10^6$ for RHT. All these values are determined empirically to generate the most reasonable results. Fig. 10 (c), (d), and (e) show the plane segmentation results by RHT, RANSAC, and Blocks-World Cameras, respectively. For RHT (Fig. 10 (c)), it is challenging to extract small, distant or noisy planes because the votes for these planes are not reliably accumulated by random selection of points. Although RANSAC (Fig. 10 (d)) achieves better plane extraction, both RHT and RANSAC result in erroneous plane segmentation results (e.g., erroneous points on the imaginary planes created when the round table is expanded). This is a common issue with point cloud-based approaches since each 3D point does not have local plane information. In comparison, Blocks-World Cameras achieve accurate plane segmentation since each cross-shaped image feature contains partial information on the plane it belongs to, and does not need global reasoning.

Plane estimation results by the conventional approaches and the Blocks-World Cameras are compared to the ground truth
Table 1. Plane estimation results when the point cloud is created by a structured-light system with phase-shifting for conventional approaches.

<table>
<thead>
<tr>
<th>Plane</th>
<th>$\Pi_1$</th>
<th>$\Pi_2$</th>
<th>$\Pi_3$</th>
<th>$\Pi_4$</th>
<th>$\Pi_5$</th>
<th>$\Pi_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHT</td>
<td>66, 270, 1.08</td>
<td>66, 270, 1.68</td>
<td>48, 153, 2.97</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>RANSAC</td>
<td>64, 273, 1.15</td>
<td>59, 270, 1.84</td>
<td>46, 154, 3.00</td>
<td>48, 22, 2.31</td>
<td>37, 144, 2.41</td>
<td>55, 18, 3.00</td>
</tr>
<tr>
<td>Blocks-World Cameras</td>
<td>65, 270, 1.10</td>
<td>64, 269, 1.70</td>
<td>46, 155, 3.00</td>
<td>53, 20, 2.06</td>
<td>46, 152, 2.02</td>
<td>52, 18, 3.04</td>
</tr>
<tr>
<td>Ground truth</td>
<td>65, 270, 1.10</td>
<td>65, 270, 1.70</td>
<td>46, 153, 3.00</td>
<td>54, 20, 2.00</td>
<td>46, 153, 2.00</td>
<td>54, 20, 3.00</td>
</tr>
</tbody>
</table>

Table 2. Plane estimation results when the point cloud is created by a structured-light system with Gray coding for conventional approaches.

<table>
<thead>
<tr>
<th>Plane</th>
<th>$\Pi_1$</th>
<th>$\Pi_2$</th>
<th>$\Pi_3$</th>
<th>$\Pi_4$</th>
<th>$\Pi_5$</th>
<th>$\Pi_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHT</td>
<td>65, 270, 1.12</td>
<td>NA</td>
<td>51, 153, 2.96</td>
<td>NA</td>
<td>45, 153, 2.00</td>
<td>54, 21, 3.00</td>
</tr>
<tr>
<td>RANSAC</td>
<td>67, 273, 1.13</td>
<td>63, 271, 1.69</td>
<td>46, 153, 2.99</td>
<td>54, 19, 2.02</td>
<td>44, 151, 2.12</td>
<td>54, 20, 2.99</td>
</tr>
<tr>
<td>Blocks-World Cameras</td>
<td>65, 270, 1.10</td>
<td>64, 269, 1.70</td>
<td>46, 155, 3.00</td>
<td>53, 20, 2.06</td>
<td>46, 152, 2.02</td>
<td>52, 18, 3.04</td>
</tr>
<tr>
<td>Ground truth</td>
<td>65, 270, 1.10</td>
<td>65, 270, 1.70</td>
<td>46, 153, 3.00</td>
<td>54, 20, 2.00</td>
<td>46, 153, 2.00</td>
<td>54, 20, 3.00</td>
</tr>
</tbody>
</table>

Table 3. Plane estimation results when the point cloud is created by a continuous-wave time-of-flight imaging for conventional approaches.

<table>
<thead>
<tr>
<th>Plane</th>
<th>$\Pi_1$</th>
<th>$\Pi_2$</th>
<th>$\Pi_3$</th>
<th>$\Pi_4$</th>
<th>$\Pi_5$</th>
<th>$\Pi_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHT</td>
<td>66, 270, 1.08</td>
<td>66, 270, 1.68</td>
<td>45, 159, 3.00</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>RANSAC</td>
<td>63, 270, 1.14</td>
<td>62, 269, 1.75</td>
<td>46, 151, 2.99</td>
<td>56, 19, 1.93</td>
<td>43, 152, 2.13</td>
<td>56, 21, 2.97</td>
</tr>
<tr>
<td>Blocks-World Cameras</td>
<td>65, 270, 1.10</td>
<td>64, 269, 1.70</td>
<td>46, 155, 3.00</td>
<td>53, 20, 2.06</td>
<td>46, 152, 2.02</td>
<td>52, 18, 3.04</td>
</tr>
<tr>
<td>Ground truth</td>
<td>65, 270, 1.10</td>
<td>65, 270, 1.70</td>
<td>46, 153, 3.00</td>
<td>54, 20, 2.00</td>
<td>46, 153, 2.00</td>
<td>54, 20, 3.00</td>
</tr>
</tbody>
</table>

Table 4. Plane estimation results when the point cloud is down-sampled by 0.5 sampling rate for conventional approaches.

in Table 1, 2, and 3. Phase-shifting, Gray coding, and C-ToF are used to create the 3D point clouds for conventional approaches in Table 1, 2, and 3, respectively. Each cell in the table represents $[\theta(\circ), \phi(\circ), D(m)]$. The planes which cannot be segmented by the conventional approaches are represented by NA. The estimation errors and the run-time are shown in Fig. 11 (a) and (b), respectively. For the SL systems, conventional approaches show better performance in plane parameters error with Gray coding than phase-shifting since Gray coding uses more patterns leading to more accurate correspondence matching. The Blocks-World Cameras shows comparable performance to Gray coding even with a single pattern. For the C-ToF systems, the conventional approaches fail to find all dominant planes while the Blocks-World Cameras can. The conventional approaches are slower than the Blocks-World Cameras in run-time regardless of the imaging modalities.

We also discuss the trade-off between run-time and plane estimation accuracy while varying the sampling rate of the 3D point clouds. Fig. 12 (a) and (b) show the plane segmentation results by RHT and RANSAC, respectively after down-sampling the point clouds with different rates. The sampling rate of 0.02 is to ensure that the number of 3D points is the same as the number of image features of the Blocks-World Cameras. The sampling rate of 1.0 means no down-sampling of the 3D point clouds. The plane segmentation error by the conventional approaches is not reduced by increasing the sampling rates. Tables 4 and 5 summarize the ground truth plane parameters and the plane estimation results by the Blocks-World Cameras and the conventional approaches with different sampling rates. The plane estimation errors and the run-time comparisons with different sampling rates are shown in Fig. 13 (a) and (b), respectively. When the sampling rate increases, RANSAC becomes more accurate in plane parameter estimation, but it becomes slower in run-time. The Blocks-World Cameras show better performance than conventional approaches in both plane parameters error and run-time regardless of the sampling rate.

Bin sizes of plane parameter space: The optimal bin sizes of the plane parameter space (Π-space) depends on various factors such as scene conditions and imaging conditions. Roughly speaking, relatively larger bin sizes are used for low SNR conditions (e.g., noisy imaging conditions) and for non-planar scenes (e.g., Fig. 11 of the main manuscript). We use $1^\circ$ for $\theta$ and $\varphi$ ranges and 0.02 m for $D$ range. To approximate the non-planar scene with piece-wise planar scene in the third result of Fig. 11 of the main manuscript, we use $7^\circ$ for $\theta$ range, $10^\circ$ for $\varphi$ range and 0.05 m for $D$ range.

Finding local peaks for true plane parameters: Multiple loci created by multiple image features on the same scene plane build several local peaks in Π-space. Only one peak represents true scene plane parameters, and others are false peaks created by possible candidate voting. Since a true local peak for a small scene plane can be lower than false local peaks for a huge scene plane, true local peaks should be selected carefully. We describe how to find the local peaks for true plane parameters with the Π-space of the scene in Fig. 5 of the main manuscript. 1) Find the maximum peak (e.g., peak pointed by $\Pi_3$ in the first sub-figure of Fig. 14) in the Π-space. This peak represents the true plane parameters for the plane $\Pi_3$. 2) Identify all image features which voted for this peak and remove all votes by these image features from the Π-space. Then all false peaks...
Figure 12. **Plane segmentation comparisons with different sampling rates of 3D point clouds.** After 3D point clouds are down-sampled with different sampling rates, planes are segmented by (a) randomized 3D Hough transform and (b) RANSAC. The segmentation results are compared to the result by (c) Blocks-World Cameras. The randomized 3D Hough transform fails to find all dominant planes even with the increased sampling rates. The plane segmentation error by conventional approaches is not reduced by increasing the sampling rate.

by these image features will disappear as shown in the second sub-figure of Fig. 14. Repeat 1) and 2) to find all true local peaks (true plane parameters) (Fig. 14).
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Figure 13. **Quantitative performance comparison with different sampling rates of 3D point clouds.** Quantitative performance of the conventional approaches with different sampling rates of 3D point clouds and the Blocks-World Cameras are compared in terms of (a) plane parameters error and (b) run-time (point cloud acquisition time is not included for conventional approaches). When the sampling rate increases, RANSAC becomes more accurate in plane parameter estimation, but it becomes slower in run-time. Blocks-World Cameras show better performance than conventional approaches in both plane parameters error and run-time regardless of the sampling rate.

Figure 14. **Finding true plane parameters in II-space.** Find the maximum peak and identify the image features voted for the maximum peak. Remove all votes by these image features from the II-space. Repeat this to find all true plane parameters.